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Abstract
The rapid development of artificial intelligence (AI) has gained importance, with many tools already entering our daily
lives. The medical field of radiation oncology is also subject to this development, with AI entering all steps of the patient
journey. In this review article, we summarize contemporary AI techniques and explore the clinical applications of AI-based
automated segmentation models in radiotherapy planning, focusing on delineation of organs at risk (OARs), the gross tumor
volume (GTV), and the clinical target volume (CTV). Emphasizing the need for precise and individualized plans, we review
various commercial and freeware segmentation tools and also state-of-the-art approaches. Through our own findings and
based on the literature, we demonstrate improved efficiency and consistency as well as time savings in different clinical
scenarios. Despite challenges in clinical implementation such as domain shifts, the potential benefits for personalized
treatment planning are substantial. The integration of mathematical tumor growth models and AI-based tumor detection
further enhances the possibilities for refining target volumes. As advancements continue, the prospect of one-stop-shop
segmentation and radiotherapy planning represents an exciting frontier in radiotherapy, potentially enabling fast treatment
with enhanced precision and individualization.
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Introduction

The rapid development of artificial intelligence (AI) tech-
niques poses great promise for the clinical discipline of
radiation oncology. The radiotherapy planning process con-
stitutes an ideal candidate for automation and enrichment
by AI techniques due to its largely computational basis and
relation to medical imaging.

A key component of the radiation oncology workflow
constitutes the graphic distinction of volumes destined to
be irradiated from organs at risk (OARs) with specific dose
constraints. This process comprises three-dimensional def-
inition of OARs, the gross tumor volume (GTV), the clin-
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ical target volume (CTV), and, finally, the planning target
volume (PTV). All can be actively contoured or at least
supported by the application of AI techniques.

Initially, autosegmentation techniques largely relied on
conventional methods, including intensity analysis, shape
modeling, and atlas-based techniques. These traditional
methods, though innovative at their time, faced challenges
in terms of accuracy, efficiency, and adaptability, espe-
cially when dealing with complex anatomical variations
and diverse cancer types [1].

With the advent of deep learning models, especially
convolutional neural networks (CNNs), there has been
a paradigm shift in autosegmentation approaches. CNNs,
as multilayer feed-forward neural networks, have the ca-
pability to extract low-level image features through early
hidden layers and progressively learn higher-level features,
leading to more accurate and reliable segmentation out-
comes [2]. This advancement was crucial for effective
radiotherapy planning, where precision is paramount [3].
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Deep learning-based models have shown significant
promise in various aspects of radiotherapy planning, in-
cluding for the segmentation of OARs and CTVs. These
models are typically developed using retrospective peer-
reviewed treatment contours and have been validated to
approximate clinical contours for most OARs [4]. How-
ever, it is observed that structures with more variability
tend to be less accurately segmented, indicating a need for
more extensive training data or novel training approaches
to improve performance [5].

The integration of these deep learning models into clin-
ical workflows has been a notable advancement. Recent
studies highlight the practical application of these models
in clinical workflows for various cancer types, including
central nervous system, head and neck, prostate, and rec-
tal cancers [6, 7]. This integration showcased the poten-
tial of deep learning models to improve the efficiency and
consistency of radiotherapy treatment planning, while also
emphasizing the importance of continuous refinement and
validation.

In this review, we aim to give a technical introduction to
the historical development of contouring and current state-
of-the-art AI techniques that constitute the basis for con-
temporary and future models. Moreover, we summarize the
evidence for clinical application of autocontouring algo-
rithms. Finally, we provide an outlook on the future of AI
for personalized target volume definition.

Technical basis of autocontouring

Historic development

The evolution of autosegmentation in radiotherapy treat-
ment planning has been significant, transitioning from
traditional methods to advanced deep learning-based ap-
proaches. The early methods were primarily based on
intensity analysis, shape modeling, and atlas-based ap-
proaches [8].

Intensity analysis models rely on the intensity values
within the images to differentiate between various tissues.
The segmentation is based on the premise that different tis-
sues will have distinct intensity signatures in the imaging
modalities used in radiotherapy planning [9, 10]. Though
rudimentary, this method laid the groundwork for more ad-
vanced segmentation techniques.

Shape modeling incorporates the use of statistical shape
models or statistical appearance models to anatomically de-
fine plausible shapes. These models were designed to repre-
sent the typical anatomy of the structures of interest, aiding
in the segmentation process by providing a reference shape
against which patient images could be compared [11, 12].

This approach was limited by the lack of flexibility to adapt
to significant variations in patient anatomy.

Atlas-based models represented a significant advance-
ment in segmentation. These models use a database of pre-
viously delineated OARs and CTVs (an atlas) to guide the
segmentation process [13, 14]. By comparing a new pa-
tient’s images to these atlases, the system can approximate
the delineation of the regions of interest. The accuracy of at-
las-based segmentation models largely depends on the sim-
ilarity between the patient’s anatomy and the atlas images.
To further improve the performance of these models, over
time, they evolved to incorporate multiple atlases and more
sophisticated algorithms for atlas selection and adaptation,
thereby improving their accuracy and efficiency in segment-
ing complex anatomical structures [15, 16]. This approach,
however, still requires subsequent manual editing to achieve
clinical accuracy, since the base accuracy is limited by the
diversity of the atlases and may differ greatly from patient
to patient [17]. However, many older autocontouring tools
in clinically approved softwares are based on this technique.

The introduction of CNNs marked a pivotal point in the
evolution of image delineation, moving away from tools
that usually relied on manual editing to finish segmentation
or achieve clinical accuracy and toward a more autonomous
segmentation approach. A step beyond intensity analysis,
shape modeling, and atlas-based methods, CNNs leverage
deep learning to automatically learn features from imaging
data [5]. These models can handle a wider variety of com-
plex anatomical structures and variations among patients,
thus improving the accuracy and efficiency of segmenting
OARs and CTVs. The higher performance of CNNs lies in
their ability to extract hierarchical features from medical
images [18] through layers of learned convolutional filters.

Established deep learning techniques

Deep learning research for medical imaging is mainly
inspired by computer vision in the natural domain and
adopts techniques for medical tasks. The main differences
are scarce training data, higher numbers of modalities, the
3D nature of tomographic imaging, and so-called domain
shifts between medical centers in terms of their medical
practices and image acquisition with varying protocols and
scanners.

Common deep learning segmentation approaches are
fully convolutional networks of the U-Net or ResNet vari-
ants [19, 20]. The U-Net architecture is by far the most
widely applied architecture and consists of contracting and
expanding parts, namely encoder and decoder, resulting in
the U-shaped architecture. Feature representations in the
encoder are copied to the decoder via skip connections to
enhance spatial details of the segmentation, as shown in
Fig. 1. The fully autoconfiguring nnU-Net framework is
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Fig. 1 Model overview of fully convolutional U-Net (a) and hybrid convolutional neural network (CNN)–transformer UNetR (b). The difference
between the architectures is that the CNN encoder in U-Net is replaced by a transformer-based encoder. For the transformer, the input image has
to split into patches and is projected into an embedding space. The U-Net-specific skip connections between encoder and decoder are also present
in UNetR. The figure was inspired by and adopted from [19] and [28]

often used as a baseline and extended to problem-specific
needs [21–23].

Since transformer architectures were adopted by the vi-
sion domain [24], their use in the medical domain has also
been growing. Transformers were originally developed to
capture long-range dependencies in natural language pro-
cessing and built on the core concept of self-attention [25].
In comparison to transformers, CNNs have a better induc-
tive bias for image processing, including translation invari-
ance, partial scale invariance, and multi-scale processing
blocks [26]. On the contrary, transformers need to learn
all of these image-specific concepts from training sam-
ples, such that the high demand for training data also lim-
its their application in the medical domain. Thus, hybrid
CNN–transformer architectures are being introduced. These
mostly follow a U-Net hierarchical encoder–decoder struc-
ture like Swin-UNetR, UNetR, and nnFormer [27–29]. In
Fig. 1, the U-Net and the UNetR architectures are depicted.

Another important aspect of training deep learning archi-
tectures entails self-supervised pretraining tasks. Especially
for transformer architectures in a low-data regime scenario,
this form of pretraining is highly beneficial [27]. Pretrain-
ing techniques can include different approaches to learning
appearances via non-linear transformation, textures via lo-
cal pixel shuffling, contexts via out-painting and in-painting
as in Model Genesis [30], and also contrastive learning as
for the Swin-UNetR [27].

One of the first segmentation models in medical imag-
ing to integrate vision–language encoders was the CLIP-

Driven Universal Model [31]. The main idea is to use the
pretrained vision–language CLIP encoder [32]. The authors
claim that the CLIP embedding captures anatomical rela-
tionships, resulting in a more meaningful embedding space
than one-hot encoding.

Foundation models, which are trained on vast amounts of
data and are capable of segmenting any object, are gaining
popularity. Most recently, the UniverSeg model was pub-
lished and can perform numerous medical contouring tasks
in a meta-learning fashion [33]. It is a few-shot model that
achieve downstream inference based on a number of ex-
ample image–annotation pairs with the help of its newly
introduced cross-blocks and does not require any further
training. This enables clinical researchers, who often lack
the resources and expertise to train a deep learning model,
to apply autosegmentation to their specific problems.

Interactive deep learning-based
segmentation—hybrid approaches

In many cases, the autosegmentation results require fur-
ther editing by experts. The most straightforward hybrid ap-
proach entails an expert manually perfecting the predicted
contours, which is also the current standard for clinical-
grade algorithms. As the required effort does not bespeak
large datasets, further methods are being explored.

Traditional segmentation methods guided by explicit
anatomical descriptors such as shape priors, appearances,
motion, and context information differ from deep learning
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approaches that implicitly learn anatomical features for
segmentation. A hybrid model combining both strengths
is anticipated to enhance segmentation performance. This
fusion could leverage data-driven methods for parameteri-
zation and regularization in model-driven approaches and,
reciprocally, model-driven methods could contribute to
data-driven approaches by assisting in data augmentation,
pre- and post-processing, loss function, and regulariza-
tion [34, 35]. For instance, Ding et al. introduced an auto-
matic contour refinement process employing model-driven
methods to enhance deep learning-based segmentation in
abdominal magnetic resonance imaging (MRI) scans by
implementing a level-set-based active contour model [36].
Yang et al. proposed a model-data-driven hybrid-fusion net-
work, integrating a traditional curvature regularization loss
function into the training process to improve segmentation
edge smoothness [37].

As further automation for contour refinement, an AI
model can learn the editing process and strategy via re-
inforcement learning (RL) [38]. Liao et al. [39] introduced
a multi-agent RL model for iterative refinement of 3D MRI
segmentation in a dynamic and interactive fashion. Each
voxel is treated as an individual agent, and its state is char-
acterized by four components: voxel value, the previously
predicted probability for a specific class, and two hint maps
(object hint map and background hint map). These hint
maps are generated based on the expert’s mouse clicks, in-
dicating locations of segmentation errors. This sequence of
actions iteratively adjusts the segmentation probability to
a precise level. Ma et al. expanded the expert interaction to
a super-voxel clicking strategy and proposed a boundary-
aware reward function [40]. The approach demonstrated in-
creased robustness and accuracy, with a reduced number of
interactions across four benchmark datasets.

However, RL-based contour refinement poses several
challenges: designing an interaction pattern that effectively
and precisely conveys the experts’ intentions is difficult,
modeling the dynamic interaction process as appropriate
reward functions is also challenging, and, ultimately, the
search in the broad action space is time inefficient.

Explainability and uncertainty within contemporary
methods

Within the realm of deep learning, explainability refers to
a technique that facilitates understanding an AI algorithm
and its decision-making process. This is achieved by dis-
closing its reasoning, functioning, or behavior in human-
understandable terms [41–43]. Particularly in critical tasks
like radiotherapy treatment planning, where patient safety is
at stake, explainability constitutes a key factor, as the preci-
sion and reliability of the predicted segmentation masks di-
rectly affect the patient’s health condition. Additionally, ex-

plainability can serve the purpose of demonstrating that the
model’s decisions align with the clinician’s expertise [44].

Broadly speaking, explainable AI methods can be cat-
egorized into visual and non-visual approaches, both re-
sulting in attribution maps (i.e., heatmaps) indicating the
contribution of the spatial input features to the activation of
the output segmentation. Notably, the visual approach is the
more commonly adopted choice in medical image analysis,
predominantly selected for its inherent ease of understand-
ing and interpretability [44].

On the one hand, visual approaches can be further clas-
sified into perturbation-based methods, which analyze the
effect of altering the input features while measuring the
deviation from the initial prediction to assess the signif-
icance of the input features (i.e., pixel/voxel). Prominent
representatives are methods such as occlusion [45], local
interpretable model-agnostic explanations [46], Shapley ad-
ditive explanations [47], or randomized input sampling for
an explanation of black-box models [48]. On the other
hand, the second facet of visual approaches involves back-
propagation-based methods. Therein, one or more forward
passes are performed, and partial derivatives are calcu-
lated within the neural network during the backpropaga-
tion stage to estimate the impact of gradients, weights,
and activations, referring to saliency maps, relevance maps,
and class activation maps, respectively [49]. Noteworthy
examples include integrated gradients (IG) [50], guided
backpropagation (GBP) [51], deconvolution networks (De-
convNet) [45], gradient-weighted class activation mappings
(Grad-CAM) [52], or guided Grad-CAM [52] (Fig. 2).

Non-visual approaches, including textual, auxiliary, and
case-based techniques, constitute another component of ex-
plainable AI methods [54]. While often deemed indepen-
dent of explainability, Poceviciute et al. regard uncertainty
quantification as an integral facet of the explainable AI
landscape [55]. Two primary types of uncertainty exist [56].
Firstly, epistemic uncertainty refers to the model’s uncer-
tainty caused by a lack of knowledge about the underlying
data distribution. However, this may be reduced on the basis
of additional data. Prominent approaches to estimating epis-
temic uncertainty include Bayesian neural networks [57,
58], deep model ensembles [59], and Bayesian approxi-
mation using Monte Carlo dropout methods [60, 61]. Sec-
ondly, aleatoric uncertainty originates from the underlying
data-generation process and includes noise, measurement
errors, or geometric transformations [62]. Approaches to
estimating aleatoric uncertainty include test-time augmenta-
tion [63] and learned loss attenuation [64]. Although tempt-
ing, interpreting softmax outputs as a measure of uncer-
tainty tends to be insufficient, as neural networks are often
too confident in their predictions [65]. However, if cor-
rectly calibrated, predicted probabilities can be interpreted
as confidence measures [65]. In summary, deploying a deep
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Fig. 2 Qualitative results of
different visual explainable ar-
tificial intelligence methods for
high-grade glioma cases of the
BraTS dataset, including inte-
grated gradients (IG), guided
backpropagation (GBP), gra-
dient-weighted class activation
mappings (Grad-CAM), and
guided Grad-CAM. Contribut-
ing features are highlighted in
white for IG and GBP, whereas
red regions correspond to a high
score in Grad-CAM and guided
Grad-CAM. The figure is par-
tially adopted from [53]

learning model for medical image tumor segmentation ne-
cessitates a comprehensive understanding of its inner work-
ings to detect errors and biases, thereby facilitating effective
clinical integration.

Generative models

Generative models play a pivotal role in advancing com-
puter vision tasks, with applications ranging from image
synthesis to semantic segmentation. Two prominent ap-
proaches in the realm of generative modeling are generative
adversarial networks (GANs) [66] and denoising diffusion
models [67–69]. GANs consist of a generator creating re-
alistic data and a discriminator distinguishing between real
and generated samples. Both players increasingly improve
until the generator synthesizes realistic images. On the other
hand, denoising diffusion models learn to synthesize data
by learning to reverse the process of adding randomly dis-
tributed noise on top of the original image in an iterative
fashion. Both of these methods are often used to enable
semantic segmentation through synthetic labeled data and
are particularly useful when only small amounts of labeled
data are available, as is often the case in medical imaging.

The most prominent approach of generative modeling
for semantic segmentation in the natural domain is Dataset-
GAN [70]. For the first time, this model generates not only
synthetic images but also the ground truth, i.e., semantic
segmentation maps. Thereby, from a handful labels, a large

dataset can be generated, which in turn can be used to train
downstream segmentation networks. Similar work by Li
et al. [71] shows that employing generative modeling for
semantic segmentation facilitates improved out-of-domain
semantic segmentation. An example of this within the medi-
cal context could be segmentation of computed tomography
(CT) modalities by a model trained on MRI scans.

Abdal et al. [72] find that the established StyleGAN [73]
holds properties that can be easily leveraged to obtain fore-
and background segmentation maps without additional an-
notations.

Fig. 3 Simplified schematic of DatasetGAN [70], a GAN capable of
synthesizing images with the corresponding semantic segmentation la-
bel for artificial dataset generation
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It is often desirable to not only have fixed class labels
in semantic segmentation but to also have arbitrary seg-
ment classes through an open vocabulary. Xu et al. enable
such open-vocabulary semantic segmentation by utilizing
the existing clusters in denoising diffusion model represen-
tations [74], which could be useful in medical scenarios
where radiologists want to freely describe the desired areas
in an image.

Inmedical imaging These works in natural computer vision
often serve as foundations for medical imaging applications
of generative models for semantic segmentation. Rosnati
et al. [75] further analyze SemanticGAN [71] and show
that learning the image and label maps jointly, compared to
only learning the label maps, is vital for medical images.

Finally, GANs are also used to simply improve existing
semantic segmentation approaches. Multiple works [76–78]
find improved segmentation performance when adding
an adversarial loss to their segmentation pipeline. Xue

Table 1 Metrics to assess autosegmentation performance in the medical domain. Source for images [8]

Evaluation Example Advantage Drawback

Volume-based metrics – Dice similarity coefficient (DSC) [80]
– Jaccard conformity index [80]
– Precision/positive predictive value [81]
– Recall/sensitivity/true-positive rate [81]

– Numerical scores
– Easy to compute
– Objective inspection
– Capture volume/contour over-
lap

– Biased on larger instances
– Insensitive to contour devia-

tion for large structures
– Highly sensitive to deviation

for small structures

Distance-based metrics – Hausdorff distance (HD) [82]
– Mean surface distance (MSD) [84]
– Surface DSC [83]
– 95th percentile Hausdorff distance

(HD95) [84]

– Numerical scores
– Objective inspection
– Captures discrepancy in dis-
tance

– Requires pre-specified toler-
ance thresholds

– Single metric cannot capture
the overall contour discrep-
ancy

Subjective evaluation – Clinician review
– Multi-clinician Turing test

– Full-picture evaluation
– Shown to predict outcomes
– Clinically relevant

– Observer and experience de-
pendant

– Time consuming

Efficiency metrics – Saved time [85, 86] – Easy to quantify
– Reflects clinical acceptability

– Observer dependant (for base-
line)

– Does not reflect segmentation
quality alone

Dosimetric metrics – Dose–volume histogram metrics [87]
– Isodose lines

– Objective
– Clinically relevant

– Requires treatment planning
– Large deviations in contours

could be accepted

et al. [79] further improve upon these concepts with novel
multi-scale loss functions.

Metrics

When developing and testing automatic segmentation, it is
necessary to study the performance and to quantify it, so
that the optimal models can be defined. Most studies em-
ploy a combination of qualitative and quantitative metrics
to assess autosegmented contours based on reference ones.
The quantitative metrics that measure the agreement among
contours can be divided into two categories: volume-based
and distance-based metrics.

Volume-based methods typically measure the overlap-
ping portions of two shapes as ratios. The used denom-
inator varies among metrics, e.g., the volumes of shapes
summed (Dice similarity coefficient, DSC) [80], the volume
of the union of shapes (Jaccard index) [80], the autoseg-
mented contour (precision/positive predictive value) [81],
or the ground-truth volume (recall/sensitivity/true-positive
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rate) [81]. As a remark, these metrics are not completely in-
dependent; e.g., DSC can be derived from the others. There-
fore, DSC is often used alone as a single all-comprehensive
metric for volume-based evaluation.

Distance-based evaluators quantify the spatial separation
between two structures, e.g., the numeric distance between
the predicted and reference contours (Hausdorff distance,
HD [82]; and surface DSC [83]) specifically designed for
radiotherapy-relevant evaluations.

Further methods such as subjective inspection, efficiency,
and dosimetric metrics are also used. Table 1 summarizes
the most common means of evaluating medical autoseg-
mentation.

Limitations of different metrics First of all, volume- and
distance-based metrics rely on ground truth contours being
available and of perfect quality. However, human errors,
bias, and inter-observer variations exist even among expert
clinicians [88–90]. Hence, comparing metrics across vari-
ous studies may not be straightforward without understand-
ing the quality of the respective reference contours. This
also underscores that a faultless match on metric scores
may not always imply perfect real-world performance [91].

Given the limitations inherent to each validation metric,
utilizing a combination of evaluation approaches is gener-
ally advisable. Nevertheless, a broad combination of metrics
may still not exhibit a strong correlation with clinical ac-
ceptability [92]. Different approaches and standards may be
relevant depending on the nature of the contoured organs.
A recent study employing 27 volume- and distance-based
accuracy metrics highlighted that the limitations of certain
metrics could be offset by others [93].

In some works, human experts are consulted to deter-
mine the accuracy and clinical usability of autosegmented
contours. This is best performed as a Turing test by multiple
clinicians, i.e., without knowing how the contour was gen-
erated, in order to alleviate human bias. A recent study has
shown that autosegmented contours were preferred over hu-
man annotations by evaluating experts [94]. However, nat-
urally, this approach requires much more time and human
effort.

Clinical application

Along the planning process for radiotherapy, almost ev-
ery step is prone to inter- and even intra-rater variability
and is time consuming for the individual physician [95,
96]. The latter is especially strenuous when considering
OAR delineation, as a multitude of objects have to be
segmented exactly [96–99]. Determining the ground truth
GTV became manageable with advancements in imaging
modalities, thus providing physicians with information

about anatomical constraints (CT, MRI) and physiologi-
cal processes (positron emission tomography [PET]). Still,
clinical segmentations show inconsistencies that impede not
only general quality assessment but also a crucial multi-in-
stitutional comparison of treatment strategies for research
and development [100, 101]. Automated segmentation
models may improve the clinical workflow by increasing
consistency and efficiency. The current data on clinical
applications of autosegmenting tools will be discussed in
the following.

Organs at risk

Radiotherapy plans need to be precise as well as individ-
ual. Furthermore, each organ has different dose constraints.
Hence, for every patient, the OARs need to be delineated
individually.

Various commercially available programs for auto-
matic segmentation exist, such as AI-Rad Companion
(Siemens Healthineers, Erlangen, Germany) [102], INT-
Contour (CarinaAI Medical, Lexington, KY, USA) [103,
104], Limbus AI (Limbus AI Inc., Regina, SK, Canada),
Mirada Deep Learning Contouring (Mirada Medical Ltd.,
Oxford, UK) [105], MVision (MVision AI, Helsinki, Fin-
land) [106], Radformation AutoContour (RADformation,
New York, NY, USA), Raystation (RaySearch Laborato-
ries, Stockholm, Sweden) [107], or TheraPanacea (Paris,
France) [108] (non-exclusive list). The majority of these
applications use a U-Net-based architecture for segmen-
tation [109]. Totalsegmentator offers a freeware based on
nnU-Net that can be used for OAR segmentation for re-
search projects. It can perform automatic segmentation of
117 classes in CT images. However, it lacks the specifica-
tions for radiotherapy and integration into existing systems
necessary for clinical application and has no medical prod-
uct certification [110].

Concerning the quality of the automatic segmentations
for OAR, the commercial models perform better or at
least to the same level as atlas- or model-based methods
at nearly any treatment site. Chen et al. could show that
deep learning-based autosegmentation of the masticatory
muscles outperforms atlas-based segmentations with a DSC
of up to 0.89 ˙ 0.02 vs. 0.85 ˙ 0.04 and no qualitative
differences when comparing dosimetric endpoints to man-
ually segmented contours [85]. Working on thoracic CT
scans, a CNN even outperformed physicians, with an av-
erage DSC ranging from 0.726 to 0.979, and reduced the
editing time to 7.5min for each patient [103]. Lustbert
et al. could show that with deep learning OAR segmen-
tation for non-small cell lung cancer (NSCLC) patients,
the median time saved was 10min compared to manual
contouring. Again, the deep learning approach beats the
atlas-based segmentation by a median of 7.8min [105].
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The trend of deep learning models superseding atlas-based
approaches was also confirmed in a review by Vrtovec
et al. for cancers of the head and neck [15]. Even though
segmentations of small (e.g., optic nerve, glottis) or mobile
organs (e.g., stomach) still needed manual adjustments,
Strolin et al. observed a significant reduction in contouring
time. Moreover, even after manual adjustment, the deep
learning-based segmentations still showed increased con-
sistency compared to fully manual delineations, adding
clinical value to this method in addition to speeding up
workflows [111]. However, for successful application of
autosegmentation models to a local dataset, fine-tuning
with transfer learning may be necessary due to differences
in image acquisition techniques [104].

During inference, an autosegmentation model will pro-
vide equal and robust results every time. In contrast to CTV
or GTV delineations, the guidelines for OAR segmentations
are not likely to change significantly, allowing for the mod-
els to be used in the long term. Moreover, autosegmentation
can be used outside the clinical planning workflow for ed-
ucational purposes. It enables residents or trainees to not
only affirm their anatomical knowledge but can also pin-
point guideline deviations later on [112–114].

Gross tumor volume segmentation

Serving as the basis for CTV and PTV definition, the GTV
delineation represents a time-consuming and crucial step
in the radiation treatment planning process. Depending on
the respective cancerous entity, there is a wide variation
in case-specific tumor burden (e.g., primary, lymph node,
or metastatic lesions) and possible locations, which thus
requires expert assessment of the available clinical data and
imaging modalities. An exact voxel-wise differentiation of
affected tissue from the surrounding normal tissue is not
always possible and often depends on the expert knowledge

Fig. 4 Automatic segmentation for suspect mediastinal lymph nodes. Set of ground truth annotations (green) and model predictions (yellow).
For improved visualization the trachea is shown in blue. Dice similarity coefficient 0.663. Provided by Fischer et al. [117]

of the radiation oncologist. The optimal true segmentation
is subject to inter-rater differences but is of high importance
to ensure adequate dose coverage of the PTV constructed
from the GTV, thus ensuring a minimal risk of treatment
failure. In turn, if the GTV extends beyond the tumor site,
subsequent dose escalation in the adjacent healthy tissue
can incur unnecessary treatment-related toxicity [115].

The advent of deep learning has led to the development
of semi- or fully automatic algorithms, thus allowing for
faster GTV delineation that may be more robust to vari-
ations between different raters. Primakov et al. managed
to generate a model that reaches a DSC of 0.82 and an
HD95 of 9.43 for the automatic segmentation of the NSCLC
GTV in thoracic CT scans. It was accompanied by a con-
siderable time reduction from 172.19 ˙ 158.99s per pa-
tient for manual segmentations to 2.78 ˙ 0.44s with the
automated method. Among all experts, the median DSC
for intra-observer variability was 0.88 (interquartile range,
IQR = 0.12), whereas automated segmentations exhibited
100% reproducibility. Qualitatively, the automatic segmen-
tations were preferred by radiologists and radiation oncol-
ogists in 59% [116]. Another automatic segmentation for
the thoracic region was devised by Fischer et al. Using the
LNQ2023 dataset of contrast-enhanced thoracic CT images,
the latter authors achieved an overall mean DSC of 0.663
with an nnU-Net extended by a preprocessing specialized
on weakly supervised annotations (Fig. 4) [117].

Another approach relying solely on CT scans was de-
veloped by Skylar et al. for GTV segmentation in head
and neck radiotherapy. With a nnU-Net they accomplished
a median DSC from 0.6 to 0.7, surface Dice from 0.30 to
0.56, and HD95 from 14.7 to 19.7mm across five differ-
ent approaches. Though they outperformed autocontouring
based on multiple modalities, delineations need to undergo
edits before clinical use, thus demonstrating the challenging
nature of head and neck primary tumor delineation [118].
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Liao et al. validated their MRI-based semi-supervised learn-
ing network for GTV segmentation in nasopharyngeal car-
cinoma at a DSC of 0.83 for the nasopharynx and 0.80 for
nodes. Additionally, the efficiency in delineating could be
improved by over 60% [119].

For GTV segmentation of large brain metastases, Buch-
ner et al. developed a 3D-U-Net on MRI scans with a final
mean overall DSC of 0.92˙ 0.08 [120]. Again, this perfor-
mance was only slightly worse compared to the intra- and
inter-observer variabilities, with DSCs of 0.95 and 0.94,
respectively. Further on, they performed an ablation study
to reduce the model size and number of required MRI se-
quences to one sequence only [121]. Based on a multi-
modality (CT and MRI) approach, Tian et al. implemented
a deep learning model for glioblastoma autosegmentation. It
performed with a DSC of 0.94 and HD95 of 2.07mm [122].

Clinical target volume

The CTV defines the volume that includes the GTV and the
surrounding tissues, accounting for the microscopic infiltra-
tion of the tumor at a certain probability level (CTV-P). The
CTV-N represents the regional lymph drainage area with an
elevated risk for microscopic lymphatic metastasis [123].
The probability of subclinical tumor spread is based on
histopathological evidence, insights gained from previous
treatment outcomes, and consecutive failure pattern analy-
sis of tumor recurrences. Unlike the GTV, the CTV can-
not be directly identified using current imaging techniques,
adding further complexity to the definition of the CTV. Un-
kelbach et al. provided a comprehensive overview of the
role of computational methods in the automation of CTV
delineation [101, 124].

Employing deep learning methods for automating target
volume delineation process can assist in improving con-
sistency and achieving a better balance between under-
treating microscopic disease and unnecessary radiation ex-
posure of normal tissues. Deep learning approaches have
demonstrated efficacy in automating CTV delineation for
various tumor types such as head and neck [125–127],
esophageal [128], oropharyngeal [129], lung [130], rec-
tal [2], breast [131–133], and cervical cancers [134–137].

While the CTV-P is often derived by geometric expan-
sion of the GTV, consideration of anatomical barriers that
impede tumor spread is crucial in CTV definition. Shusha-
rina et al. demonstrated a combined approach for anatomi-
cally constrained 3D expansion based on Dijkstra’s shortest
path search algorithm and autosegmentation of anatomical
barriers with deep learning [138]. Aside from excluding
anatomical structures from the CTV, autosegmentation be-
comes particularly valuable when incorporating references
to anatomical structures such as entire organs and clearly
defined lymph node regions in the delineation of CTVs. Al-

Fig. 5 Automatic segmentation for prostate salvage radiotherapy
clinical target volume (CTV). Ground truth (green area) and auto-
matic segmentation based on an in-house-developed U-Net (pink out-
line) for prostate salvage radiotherapy

doj et al. successfully implemented an algorithm inspired
by the DenseNet and U-Net architecture for autosegmenta-
tion of the prostate and prostate zones using MRI images,
achieving a DSC of 0.921 for the whole gland [139]. Even
CT-based segmentation for salvage prostate radiotherapy
with 3D nnU-Net provides promising results (Fig. 5).

Deep learning-based autosegmentation also proved ef-
fective in the delineation of lymph node level target vol-
umes. Employing an end-to-end deep deconvolutional
neural network architecture, accurate segmentation of the
CTV including the high-risk lymphatic drainage areas
with a DSC of 0.826 was achieved for nasopharyngeal
carcinoma using planning CT images [125]. Furthermore,
application of deep learning-based autosegmentation ex-
tended to individual lymph node level target volumes in
head and neck cancers using the U-Net model and CT
scans achieved DSC scores between 0.81 and 0.90; 99% of
the autosegmented target volumes were deemed clinically
acceptable or required only minor edits [127]. For cervi-
cal cancer, the development of a deep learning tool based
on VB-Net enabled the delineation of CTVs within the
pelvic lymphatic drainage area and parametrial region for
definitive and postoperative radiotherapy with DSC scores
ranging from 0.70 to 0.88, decreasing the mean contouring
time by 9.8min, which reflected a 25% reduction. The
contouring accuracy was comparable to that of senior ra-
diation oncologists, and deep learning assistance improved
the performance of junior radiation oncologists [140]. For
planning CTs in breast cancer, using a 3D-CNN for seg-
mentation of the CTV including the lymphatic drainage,
guideline consistency improved from 77.14% to 90.71%
while 24min were saved on average [133]. Deep learning-
assisted contouring based on CT images for postopera-
tive lung cancer improved contour accuracy as indicated by
a higher DSC of 0.75 compared to 0.72 for manual segmen-
tation and decreased inter-observer variability, showcasing
a smaller coefficient of variation of 0.129 compared to
0.183 and standard distance deviation of 0.47 compared to
0.72. Moreover, a 35% time saving was observed [141]. In
a multi-center study, automated detection and segmentation
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of lymph nodes in rectal cancer were achieved using multi
parametric MRI and the Mask R-CNN architecture, yield-
ing a DSC of 0.81 to 0.82, requiring only 1.3 s per case
compared to 200s per case for radiologists[142].

Challenges prior to clinical implementation

Despite the successes, several challenges still remain in the
field of deep learning-based autosegmentation [143]. First,
the generalization of these models across different patient
populations and imaging modalities remains a major con-
cern. The variability in imaging protocols, patient anatomy,
and tumor characteristics pose a significant challenge to
the robustness of deep learning models, making it diffi-
cult to adequately train autosegmentation models on larger
population pools [144]. Second, the accuracy of segment-
ing structures with significant variability poses a challenge.
This necessitates ongoing research to enhance model train-
ing with larger datasets and innovative approaches [18].
Additionally, the integration of these models into varied
clinical settings highlights the need for adaptable and flexi-
ble systems that can cater to different institutional protocols
and patient populations [145, 146]. However, due to privacy
concerns and data-sharing regulations, gathering large-scale
datasets with a wide range of patient demographics and suf-
ficient representation of various cancer entities to develop
such flexible models remains difficult.

Before integrating commercial systems into the clinical
workflow, it has to be taken into account that the model
might be trained on a dataset that varies considerably from
the target patients [147]. Differences can include image
quality and acquisition parameters as well as institutional
protocols. At the patient level, demographic characteris-
tics, the contouring style of the planning physician, and
the choice of contouring guidelines contribute to the un-
certainty. If the difference becomes significant, the seg-
mentation quality can deteriorate, which can severely im-
pact treatment quality. Therefore, every radiotherapy team
should undergo thorough education about the use and es-
pecially the limits of autosegmentation to be aware of its
shortcomings.

To navigate these obstacles successfully, Vandewinckele
et al. proposed a two-step workflow for AI systems [87]:

In the first phase, i.e., the commission, a thorough test
phase of the model should be performed with an in-house
test set. This allows for a basic evaluation of the segmen-
tation quality and, thus, its compatibility with the given
data. The test set should be kept for later quality assess-
ment (QA). In addition, this test puts the promoted metrics
in perspective and unveils inter-observer variability within
the team [148–150]. Only after reliable performance is
observed should the model be integrated into the clinical
workflow.

During the second phase, i.e., the implementation, all
future users are to be instructed in detail about the possi-
bilities and shortcomings of the model to be used. Segmen-
tation for OARs is considered a suitable task to start with.
Still, each segmentation needs to be reviewed and, if nec-
essary, edited. For further model improvement, an ongoing
logging of necessary modifications to the segmentation is
advised [87]. Even after successful implementation, man-
ual review is compulsory to ensure a case-specific qual-
ity assessment. During software updates or changes in the
institution’s workflow (different imaging protocols or ma-
chinery), the quality or even the basic operations of the
model can be impeded. To mitigate these risks, the model
performance should be tested in regular check-ups based
on the test set by the commission. Additionally, automatic
model-integrated QA tools exist in commercial applications
to guarantee a reliable and valid functioning of the model
itself [151–153]. In predefined timeframes, these QA tools
test the model for internal robustness and an at least level
performance of segmentation. The results of these routine
QA assessments should be logged for observation of long-
term improvement and trends. Due to the aforementioned
variables in the model training set and at the patient level,
review by a physician can not be substituted [87].

Outlook

Target volumedefinition 2.0

Given the limitations of imaging methods in detecting the
extent of microscopic tumor spread, mathematical model-
ing of tumor growth can play a crucial role in defining
individual CTVs, as elaborated in the following section.

Tumor growth models

Over the past decade, mathematical tumor growth modeling
has been proposed as an alternative method to guide radio-
therapy dose distribution, especially in the case of brain tu-
mors, due to their enclosed environment. Employing math-
ematical concepts, this approach aims to estimate tumor
cell density over the whole brain, which cannot be obtained
directly from conventional imaging. This additional infor-
mation can be used to warp the CTV towards areas of higher
tumor cell density, which would be neglected by common
CTV design in the case of a location more distant from the
tumor core or a benign appearance in conventional MRI.

Tumor growth can be effectively modeled using partial
differential equations. Thereby, the change in tumor con-
centration over time is described by various factors. For
example, in the simple Fisher–Kolmogrov model (Fig. 6),
a logistics growth term is combined with a diffusion term
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Fig. 6 Fitting a biophysical growth model to tumor concentration es-
timation. Based on MRI scans, enhancing and edema regions are seg-
mented (Sect. 3.2) and subsequently fitted to a biophysical model. The
shown model (orange box) is governed by a partial differential equa-
tion describing the change in tumor cell concentration over time @c=@t .
� represents the proliferation rate and D the diffusion coefficient of the
tumor. The result of the simulation contains the estimated tumor con-
centration in each voxel

known as a reaction–diffusion model. Arbitrarily complex
additions can be made, taking various biological factors
into account including necrosis, tumor genetics, advection
(tissue shifting), and surrounding tissue. A further difficulty
lies in fitting these models to measured patient data. There-
fore, methods ranging from classical Monte Carlo sampling
to deep learning [154–156] are applied.

In a recent study, a novel deep learning-enhanced growth
model was tested for its clinical applicability in radiother-
apy planning. The model was trained on a dataset of nu-
merical simulations, which eliminates the need for large
datasets of longitudinal brain tumor images and is able to
predict the individual spatial distribution of the tumor on
MRI data from a single time point, namely preoperatively,
and two commonly available sequences only (contrast-en-
hanced T1 and T2/FLAIR scans) [154]. In a clinical pi-
lot study, alternative clinical target volumes based on the
model’s estimated tumor cell density were tested for their
superiority over conventional radiotherapy planning [157].
Depending on the chosen cutoff value of tumor cell density,
a significant improvement in coverage of later tumor recur-
rence was observed without a significantly increased total
radiation volume, thus setting a starting point for further
clinical implementation. Other studies have made joint use
of metabolic and structural imaging, i.e., [18F]Fluorethylty-
rosine(FET)-PET and MRI, to calibrate the patient-specific
tumor growth model that can be used for personalized ra-
diotherapy design [155] or have combined growth model-
ing with an exponential cell survival model to describe the
effect of radiotherapy [158]. Another promising approach
for advanced radiotherapy delineation is the integration of
diffusion tensor imaging into tumor growth modeling to ac-
count for anisotropic tumor spread along fiber tracts [159,
160].

Clinical implementation Several problems exist that hinder
the application of tumor growth modeling in clinical prac-
tice. Due to limited validation data, it is unclear to what

degree deterministic models can predict tumor concentra-
tions. Therefore, the adequate complexity of the models,
which should contain enough biologically relevant informa-
tion while not overfitting the data, has yet to be determined.

AI-based tumor detection for personalized target volume
definition

Detection of lymph node metastasis Detection of lymph
node (LN) metastasis is an important part of the staging
examinations preceding tumor treatment. The affection of
LNs can lead to an adapted CTV to cover the metastases,
an increase in applied dose as an integrated boost, or
even alter the overall treatment choice. However, detecting
metastases in these LNs is a particularly challenging task
in daily clinical practice [161].

Promising results in terms of predicting LN status by
the use of AI techniques such as radiomics (hard-coded
quantitative imaging features that are fed into conventional
machine learning models) have been achieved for different
tumor histologies [162–164]. Several different approaches
have been published in recent years, ranging from improv-
ing the LN classification from PET/CT to directly predict-
ing LN status from conventional CT imaging alone and
predicting PET/CT from conventional CT.

Rogasch et al. showed that a machine learning model
based on routinely available LN features from [18F]Fluo-
rodeoxyglucose(FDG)-PET/CT (such as size and SUVmax)
improves the accuracy of mediastinal LN staging in lung
cancer patients compared to established visual assessment
criteria such as comparing LN tracer uptake to the medi-
astinum [165].

While they were unable to predict the primary tumor his-
tology, Flechsig et al. demonstrated the ability of density-
based CT histogram profiling to differentiate benign from
malignant LNs in lung cancer patients [166]. They further-
more proposed a possible cutoff value of 20 Hounsfield
units to differentiate LNs, especially in cases with equivo-
cal tracer uptake in PET/CT.

After treatment of prostate cancer with radical prosta-
tectomy, the pelvic LNs are a common site of recur-
rence. While prostate-specific membrane antigen (PSMA)
PET/CT remains unsurpassed in its diagnostic capabilities,
AI analysis of conventional CT imaging has been shown
to be superior to conventional features (e.g., LN short di-
ameter) for predicting recurrence in LNs and, therefore,
may aid in CTV adaption [167]. Similar results have been
achieved for cervical LNs in patients with oral squamous
cell carcinoma [168].

Due to the high cost and limited availability of PSMA
PET/CT scans, researchers have attempted to predict PSMA
PET/CT positivity using CT imaging alone in prostate can-
cer patients [169]. In contrast to Peeken et al.’s method
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described above, this study predicted PET/CT positivity in-
stead of histological grading.

Tumor infiltration In cases where the exact extent of a tu-
mor cannot be determined completely by consulting the
currently available imaging modalities, neural networks and
radiomics can be used to predict areas with a high likelihood
of recurrence [170]. Especially for glioblastoma, where the
infiltration of the tumor into the surrounding edema remains
uncertain, multiparametric pattern analysis shows promis-
ing results to assess the spatial extent of the tumor [171].
Other methods include deep learning algorithms to process
MR sequences to generate a more detailed representation of
tumor infiltration, as shown for diffusion tensor imaging in
glioblastoma patients [170]. These methods might not only
enable radiation oncologists to target possible sites of re-
currence more securely but, above all, they would allow for
more personalized treatment with dose escalation in vol-
umes that models deem at risk of recurrence and, at the
same time, dose deescalation in regions that are predicted
to have a minor risk of infiltration.

One-stop-shop segmentation and treatment
planning

Considering the performance of contemporary algorithms
and the speed of the development of AI algorithms, one
can envision a near future in which the complete segmenta-
tion process can be performed in a fully automated fashion
for standardized treatment scenarios. Later on, autocontour-
ing foundation models paired with large language models
may open up the possibility of tailoring volumes to specific
accompanying clinical factors and any individual clinical
situation of specific patients.

As discussed in another review in this issue, AI can also
take over the treatment planning process. As a consequence,
it is only a matter of time before a future AI model covers
the full process from segmentation to radiotherapy plan gen-
eration in an one-stop-shop approach. For instance, Xiang
et al. developed an AI-based concept to accomplish the full
process of radiotherapy planning for rectal cancer on CT
scans. For all patients, they reached a minimum PTV DSC
of 0.85 and mean OAR DSC of 0.75. After just one mouse
click, plans were ready in 7 min, followed by expert contour
modifications with an average duration of 13.3min and re-
optimization with 5min. However, modifications were only
necessary in 20% of the plans [172]. When using high-qual-
ity cone-beam CT or MRI from a linear accelerator device
as the basis for treatment planning, it will soon be feasible
to perform the whole treatment planning and treatment de-
livery process in a one-stop-shop treatment session, thereby
enabling same-day treatments.

Conclusion

In summary, the swift evolution of AI has propelled deep
learning autosegmentation into the forefront of radiother-
apy treatment planning. Its demonstrated potential to sig-
nificantly reshape the landscape of the radiation oncology
workflow is underscored by the initial deployment of mod-
els in clinical practice, particularly for OARs. The advent
of models approaching or on the cusp of clinical use for
GTV and CTV segmentation marks a pivotal step toward
comprehensive integration.

This review highlights discrete benefits arising from the
adoption of deep learning autosegmentation, emphasizing
its role in enhancing segmentation efficiency, thus promot-
ing consistency and mitigating inter-operator variability. As
evidenced by its successful application in OAR segmenta-
tion and promising strides in GTV and CTV modeling, AI
stands as a transformative force in achieving more precise
and reproducible radiotherapy plans.

Looking ahead, the continuous technical advancements
in deep learning are poised to unlock even broader applica-
tions. This encompasses not only improvements in segmen-
tation performance but also the expansion of the number of
addressed entities. Moreover, the integration of superior tu-
mor detection methods represents a key frontier for further
refinement.

In conclusion, the intersection of deep learning autoseg-
mentation and radiotherapy holds immense potential for
advancing the field to foster efficiency and ultimately im-
prove patient outcomes. Though more and more processes
might become automatized, every automated segmentation
still has to undergo critical evaluation by an approved radi-
ation oncology expert.
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